MaremaTtuyHe MOJIETIOBaHHS Ta METOIM MapIIPyTU3aIlii B IPOrpaMHO-
koH(]irypoBanux Mepexkax (SDN) Ha 6a31 MyTbTHATEHTHHX CHCTEM.

AH”orarsg

JIOTIOBiIb PUCBAYCHO PO3B’SA3aHHIO aKTyaJIbHOI HAyKOBOI 3a7a4i TUHAMIYHOTO
KepyBaHHs Tpadikom y mporpamHo-koHGirypoBaHnux wmepexax (SDN).
Po3rsinatoTbess 0OMEXEeHHsI IICHTPATi30BaHUX apXiTEKTyp KepyBaHHS, 30KpeMa
npoOiieMr MaciTabOBaHOCTI KOHTpPOJEpa Ta IHEPIINHOCTI peakilli Ha 3MiHU
TOMOJIOTII.

B po60T1 3anponoHOBaHO Ta OOIPYHTOBAHO BUKOPUCTAHHS JIELIEHTPATI30BaHOTO
MiIX0Ay HA OCHOBI KOOMEPATUBHUX MYJBTUAT€HTHUX CHCTEM HaBUaHHS 3
nigkpirieHasM (MARL).

Kitro4oBI1 acriekTd J10ImoB1al:

1. MarematnyHa moctaHoBka 3amadi: dopmamizaris 3amadi onTHMi3allii
MapupyTU3amii Sk MiHiMi3amii MUTbOBOI (PYHKINT BapTOCTi (3aTpUMKa,
BTpaTH, NEPEBAHTAXECHHS) MPU OOMEKEHHSIX MPOIYyCKHOI 3JaTHOCTI
KaHaJiB.

2. Amnami3 ctpareriii kepyBaHHs: [IopiBHSUIBHE JTOCHIIKEHHS JBOX IT1XO1B
no dbopmyBaHHSA mpoctopy ik areHTiB — Flow-based (6e3mocepenHiii
BUOIp Mapuipyty Juisi  1oTtoky) Ta  Weight-based (munamiune
HajamTyBaHH4 Bar Juis nporokoiny ECMP). ExcnepriMeHTanbHO NOKa3aHo
nepesBary Flow-based migxony y 3HM»KeHHI 3aTpuMOK Ha 15—20% 3aBnsku
130JIA111T «Ba)KKHUX» ITOTOKIB.

3. Hocmimxenns  BigmoBocTtiiikocTi  (Fault  Tolerance):  IlpoBemeHo
NOPIBHSUIBHUI aHami3 eeKTUBHOCTI rpadoBux HelpoHHUX Mepex (GCN,
GAT) ta merony Q-Learning B ymoBax aBapiiHOi 3MIHU TOIOJIOTI]
(BiIMOBa KOMYTaropa).

4. Pesynbratu MonemtoBaHHS: HaBeneHo — pesynbraTH  eMyNSLIHHHAX
EKCIIEpUMEHTIB Yy cepenoBuill Mininet, siki J0BOASATH, 10 areHT Q-
Learning 3a0e3nedye ycmimHy afanrtaiito MapupyTiB y 85% BUNAIKIB
aBapiii, Toni sk ki1acuuyHi GNN-Mozesni J1eMOHCTPYIOTh HU3bKY 3aTHICTh
710 1HAYKTUBHOTO y3arajibHeHH (10 30% BiMOB).



Kitouoni cinosa: SDN, Multi-Agent Reinforcement Learning (MARL), Flow-
based routing, GCN, GAT, Q-Learning, aganTuBHa MapIIpyTH3AILlis,
BIJIMOBOCTIHKICTB.



